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Why does it matter?



Why does it matter?
• It is a common belief that improved computing power boosts 

progress, productivity, and brings about economic benefits.

“Compute has the potential to unlock 
productivity as sectors across the economy 
make better and more extensive use of data 

analysis, simulation and AI technologies.

Future of Compute Review



Why does it matter?
• Is there evidence that more computing power actually produces 

benefits?
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Economic Returns from Linux Supercomputers  
The use of Linux supercomputers for research can generate substantial return on investment. Table 1 
shows the average financial impacts by sector for 175 projects analyzed for the ROI study. Based on 
the data collected, the average financial ROI was $509.3 dollars in revenues/sales per dollar invested 
in HPC, and $47.2 dollars in profits or cost savings per dollar invested in HPC. In addition, there were 
2,335 new jobs created from these projects. 

TABLE 1 

Financial ROI Projects  

 

  

Average of Revenue $ per HPC $ 
Invested 

Average of Profit or Cost Saving $ 
per HPC $ Invested 

Total $509.3 $47.2 

Note: This study analyzed ROI for 26 academic projects, 6 government projects, and 143 industry projects.  

Source: Hyperion Research, 2022 

 

Table 2 shows the financial returns by industry for Linux supercomputers. For profits & cost savings, 
insurance, oil/gas, finance/insurance and the bio/life sciences had the highest returns. In revenues 
generated, transportation, finance/insurance and oil/gas have the highest returns, followed by 
manufacturing, telecommunications, and the life sciences.  

TABLE 2 

Financial ROI by Industry 

Industry  Average of Revenue $ per 
HPC $ Invested 

Average of Profit or Cost Saving $ 
per HPC $ Invested 

Insurance $175.7 $280.0 

O&G $416.0 $53.7 

Financial $641.7 $47.4 

Life Sciences $205.6 $40.9 

Telecomm $210.7 $30.4 

Manufacturing $216.5 $28.4 

Defense $75.0 $18.8 

 

 

London Economics 
EPSRC's investments in High Performance Computing Infrastructure 

 

5 | Impact on industry 

5.1 Valuing benefits to industry 

Benefits to industry users accessing HPC accrue through a number of channels. First, in the short 
term, being able to access HPC brings a direct reduction in costs compared to accessing commercial 
HPC capabilities and avoids significant investment costs in companies own clusters. Second, work 
undertaken on HPC contributes to increased business profitability in the medium to long run, for 
example, through cost reductions as a result of HPC usage, efficiency gains, improvements to 
existing products or services or by contributing to the introduction of new products or services, or 
enhanced business growth.   

Evidence collected from industry users via stakeholder consultations, the online survey and by 
comparing access rates of HPC capabilities to those of commercial computing providers suggests 
that cost-savings to industry users of accessing Tier-1 / Tier-2 HPC capabilities compared to using 
commercial providers or investing in their own cluster are significant.  

Moreover, 62% of industry respondents said that they had reduced costs as a result of usage (e.g. 
via improvements in efficiency, etc.), while 69% said HPC helped them introduce new products or 
services. While direct cost savings have an immediate result on business profitability, other benefits 
such as the introduction of new products or services can have a significant time lag before impacting 
business profitability. Among industry survey respondents, 38% said that HPC had already resulted 
in increased sales/turnover or profit. (Figure 32) 

Figure 32 Figure 33 ‘Has access to / usage of EPSRC’s HPCs helped your organisation to …?’ 

 
Note: Based on 13 responses from industry. Source: London Economics survey of users of HPC capabilities 

5.1.1 Valuing benefits to industry 

To monetise benefits to business profitability among industrial users, and thus to the UK economy, 
data on the demographics of businesses, by size (SME, mid-cap, large), accessing ARCHER is 
combined with data on average profits of firms (within each size class), the proportion of firms 
seeing an impact on profit, and the average increase in profits:  

Benefits 
to UK 

industry 
 

= 

Average 
profit of 

firms in size 
group 
 

x 

Proportion 
of firms 

seeing an 
increase in 

profit 

X 

Average 
proportional 
increase in 

profit per firm 

X 
No. of firms 

accessing HPC 
in size group 

 

62%

69%

38%

31%

23%

62%

8%

8%

Reduce costs as a result of usage
(efficiency gains, etc.)

Introduce new products or services

Increase sales/turnover or profit

Yes Don't know / not applicable No

The Economic and Societal Benefits of Linux 
Supercomputers, April 2022, Hyperion Research

The Impact of EPSRC’s investments in High Performance 
Computing infrastructure, Nov 2019, London Economics



Why does it matter?
• Is there evidence that more computing power actually produces

benefits?
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ABSTRACT

Denizens of Silicon Valley have called Moore’s Law “the most important graph in human history,”
and economists have found that Moore’s Law-powered I.T. revolution has been one of the most
important sources of national productivity growth. But data substantiating these claims tend to either
be abstracted — for example by examining spending on I.T., rather than I.T. itself — or anecdotal.
In this paper, we assemble direct quantitative evidence of the impact that computing power has had
on five domains: two computing bellwethers (Chess and Go), and three economically important
applications (weather prediction, protein folding, and oil exploration). Computing power explains
49%-94% of the performance improvements in these domains. But whereas economic theory typically
assumes a power law relationship between inputs and outputs, we find that an exponential increase in
computing power is needed to get linear improvements in these outcomes. This helps clarify why
the exponential growth of computing power from Moore’s Law has been so important for progress,
and why performance improvements across many domains are becoming economically tenuous as
Moore’s Law breaks down.

Keywords Computing Power · Moore’s Law · Productivity, Computer Chess · Computer Go · Protein Folding ·
Weather Prediction · Oil Exploration

1 Introduction

The key question at the heart of this paper is how more powerful computers are improving outcomes across society. We
analyze this question by examining the growing use of computing power increases across five key application areas and
then estimating those production functions. We find that systems designers have paid handsomely to grow computing
power at a rate faster than the underlying hardware progress, but that these investments have paid off in the form of more
capable, better-performing systems. Collectively, our results highlight the important role that exponential improvement
in computing power have had for generating progress across diverse applications.

Production functions, be they macroeconomic models of the economy or microeconomic models of individual agents or
firms, attempt to model and parameterize how changes in key inputs produce changes in output. Traditional models, for
example [1, 2], focused on two inputs: labor and capital, which are mutually complementary, but independently face
decreasing marginal returns. But not all capital is the same, and researchers have argued that I.T. capital should be split
from other forms of capital [3, 4], consistent with the popular view of data-driven business, where I.T. capital is more,
not less, important to businesses with large amounts of other capital (e.g. computer-driven planning is more important
for FedEx because it has so many trucks). Some modern growth models now explicitly recognize this elevated role for
I.T. in production functions and its complementarity with other forms of capital [5, 6, 7].
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Why does it matter?
• What about AI?

Economic impacts of AI-augmented R&D

Tamay Besiroglu∗

MIT FutureTech

Nicholas Emery-Xu∗

UCLA Dept. of Economics, MIT FutureTech

Neil Thompson†

MIT FutureTech

Abstract

Since its emergence around 2010, deep learning has rapidly become the most important technique in
Artificial Intelligence (AI), producing an array of scientific firsts in areas as diverse as protein folding, drug
discovery, integrated chip design, and weather prediction. As more scientists and engineers adopt deep
learning, it is important to consider what e↵ect widespread deployment would have on scientific progress
and, ultimately, economic growth. We assess this impact by estimating the idea production function for
AI in two computer vision tasks that are considered key test-beds for deep learning and show that AI idea
production is notably more capital-intensive than traditional R&D. Because increasing the capital-intensity
of R&D accelerates the investments that make scientists and engineers more productive, our work suggests
that AI-augmented R&D has the potential to speed up technological change and economic growth.

1 Introduction

In this paper, we consider what e↵ect the adoption of Artificial Intelligence (AI) within science and engineering
will have on idea production and, subsequently, on productivity and economic growth. Unlike previous work
that has attempted to provide only a theoretic treatment of the topic, we approach this question with microdata
from deep learning, the AI paradigm responsible for nearly all landmark results in the past decade. We provide
a framework for understanding the impact of two important trends: i) the recent breakthroughs using deep
learning in R&D, and ii) the rapid scaling of computation in deep learning systems. We show that if deep
learning is widely adopted in the U.S. R&D sector, it would induce an accumulation of computational capital
that could nearly double the productivity growth rate.

Since the early 2010s, when it produced seminal breakthroughs in computer vision and speech recognition,
deep learning has led to a rapid increase in the rate of progress in Artificial Intelligence (LeCun et al. 2015;
Goodfellow et al. 2016, Ch. 1; Russell and Norvig 2020, Ch. 1.3). Breakthroughs have been made in many
areas, including, to name a few, computer vision, speech recognition, natural language processing, and game
playing. Deep learning has also made inroads into parts of science largely untouched by previous AI research,
including protein folding, semiconductor chip floorplanning, controlling nuclear fusion, and even discovering
novel algorithms and new insights in pure mathematics. The rate at which long-standing problems have been
solved, and the pace at which deep learning systems have out-competed traditional algorithms, have been
surprisingly rapid to even some of its most seasoned practitioners.

As uses of AI proliferate, economists have sought to understand its impacts on wages, factor shares, and
economic growth. A prominent line of thought asks whether deep learning has the potential to become a
General Purpose Technology, a technology with widespread applications in a variety of industries and the
ability of AI to replace human labour across a wide variety of tasks (Goldfarb et al. 2022; Agrawal 2022;
Trajtenberg 2018).1

Much of the existing research has focused on the potential of AI to impact final good production, but
it has also been pointed out (e.g. by Cockburn et al. 2019), that AI also has the potential to change the
innovation process itself. Such “Inventions of a Method of Invention” (IMI) can significantly a↵ect the rate
of idea production (Crafts 2021; Cockburn et al. 2019) and, therefore, the overall rate of innovation in the
economy. For example, building on the Weitzman 1998 model of recombinant technological development,

* Joint first authors
† Corresponding author neil t@mit.edu
For helpful comments we are grateful to Philip Trammell, Basil Halperin, Matt Clancy, Charlotte Siegmann, Ege Erdil,

Gabriel Filipe, Wensu Li, Tom Davidson, Jaime Sevilla, and Nur Ahmed.
The authors are grateful to Open Philanthropy for financial support. Nicholas Emery-Xu is also grateful to the UCLA

Graduate Division and the Future of Humanity Institute for financial support.
1For example, Goldfarb et al. 2022 calculate the prevalence of deep learning-related job requirements in job postings within and

across industries to predict whether technologies will become GPTs by whether they are in widespread use, capable of ongoing
self-improvement, and enable multi-sector innovation. Across a set of 21 technologies, they find that machine learning displays
the characteristics of a GPT in the deep learning era but not beforehand. In contrast, Thompson et al. 2020 questions whether
ongoing increases in deep learning performance will be sustainable, which could undermine its ability to provide the long-term
benefits of a GPT.
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Impact of AI in the innovation process can have more 
significant effect than impact of AI on final good productions.
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Why does it matter?

• The use of HPC and AI has demonstrable impact on “good 
outcomes” in traditional sectors.

• HPC and AI can produce permanent increase in productivity 
due to their positive impact on the innovation process and idea 
generation.



What is holding us back?

What does industry need?



Future of 
Compute 
Review, 

2023



Awareness

• Technology
• Potential

Accessibility

• Resources
• Skills
• Funding

Applicability

• Problem
• Solutions

Agility

• Platform
• Solution

Accelerators

• for AI
• for 

simulations

What are the needs?

• We don’t know much about compute or AI, what do we do?

• How will it help us?
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• We don’t have the compute power, what do we do?

• We don’t have money to pay for them or people to use them, what do we 
do?

• We don’t want to be coding, will your solutions work for us?
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What are the needs?

• Will these technologies work for our problem?

• Will the solutions that we get be trustworthy, reliable and robust?
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What are the needs?

• We use different platforms for different purposes, would we be able to 
integrate our workflows?

• We don’t want to be locked in, can we move anytime?
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What are the needs?

• Our software needs to be able to run on GPUs, can you help us? 

• Our ML needs lots of GPUs, can you help us?
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Where do we fit in?

What are we doing?



• World-leading supercomputing, data analytics, AI and 
quantum computing technologies

• 120+ scientists, technologists and business professionals in 
bespoke teams working on challenge-led projects 

• UK Government funded to boost productivity and innovation 
for industry and public sector organisations of all sizes

• Part of the Science and Technology Facilities Council in 
     UK Research and Innovation

• Working with an international network of research 
communities and technology partners 

What is the Hartree Centre?



Transforming UK industry by 
accelerating the adoption of high 
performance computing,
big data, AI technologies & 
quantum computing.
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What is our mission?



RAL Space Central Laser 
Facility (CLF)

… and more

Medical Research 
Council (MRC)

Natural 
Environment 

Research Council 
(NERC) 

… and more

Met Office UK Space Agency
… and more

Department for 
International Trade

Department for 
Education

… and more

Where do we fit in?



Scafell Pike
Bull Sequana X1000 (4.3PFlop/s, ~80000 cores)
• Normal Compute Nodes – Skylake (Xeon Gold)
• Accelerator Nodes – Knights Landing (Xeon Phi) 
• High Memory Nodes – Xeon
• GPU Nodes – nVidia V100

Cloud Facilities – Public Cloud
We have access to multiple cloud vendor platforms. We are 
vendor agnostic, so can deploy to a variety of different cloud 
runtimes during and after projects. Post project, this can simplify 
handover of solutions into customer production environments.

Visual Computing Suite
Collaborative visual computing technologies enabling exploration 
of data analytics and computational modelling

JADE/JADE-2 – Oxford University 
Tier 2 Regional Deep Learning Supercomputer
NVIDIA DGX SuperPOD™ architecture
Atos Bull 63x DGX nodes
• 504 NVIDIA V100 Tensor Core GPUs
• 2,580,480 CUDA Cores

Our platforms and facilities

Cloud Facilities – On-Premise
• RedHat OpenShift (self-service)
• OpenStack VM provisioned
• AMD CPU/GPU, Nvidia A100, Alveo U200



• Five year collaborative partnership with IBM Research 
£172M UK Govt investment + £38M IBM in-kind

• Enabling businesses and public sector organisations  
to adopt AI and quantum computing

• A dynamic and supportive expert environment for UK 
organisations of all sizes to explore the latest 
technologies, develop proofs-of-concept and apply 
them to industry and public sector challenges for 
productivity, innovation and economic growth.

• Helping navigate the possibilities, de-risk investment 
into new technologies and discover the next step

Hartree National Centre for 
Digital Innovation (HNCDI)



Skills
Tackling gaps within your organisation and 
widening the talent pool

Technical Capability
Exploring and evaluating data-driven AI 
technologies to help enhance productivity

Application 
Developing and implementing practical 
solutions within your business  

Resilience
Knowing how to prepare for and when to 
invest in the right emerging technologies 
(e.g. quantum computing)

Tackling industry challenges



What we do
− Collaborative R&D

Define a challenge in your business and we build a team to deliver a solution in the areas of: 
• Modelling & simulation 
• Code optimisation
• Data Science and AI 
• Digital product design

− Platform as a service
Give your own experts pay-as-you-go access to our compute power

− Creating digital assets
License the new industry-led software applications we create with IBM Research

− Training and skills
 Drop in on our comprehensive programme of specialist training events or design a  bespoke course for your team

30



Training and engagement

Hartree 
Centre 

Cardiff Hub

Hartree Centre 
North East Hub

Hartree Centre 
Northern Ireland 

Hub

STFC Hartree Centre

www.technopolis-group.com 11 

 

 

 

4. Training and Engagement - Explain and HNCDI Hubs 
 

To develop training and engagement, the HNCDI programme supports two parallel 
workstreams: Explain and the HNCDI Hubs. 

The Explain workstream develops training targeted at mid-career skills development, with the 
aim of delivering this to 5,000 individuals by the end of the programme. 

 
 

 
 

As of December 2022, Explain has developed and delivered 54 different training programmes. 
Courses are offered across five technology themes (HPC and Exascale, Data Science, 
Software Engineering, Hybrid Computing and AI Modelling) and three skill levels (Introductory, 
Learner and Intermediate). Explain’s focus on mid-career training reflects international 
demand for high performance computing (HPC) up-skilling to practitioner level as well as for 
senior management.9 The latter is crucial for decision-maker buy-in; training that demonstrates 
the applicability of HPC and HPC skills to their use-cases can nudge companies toward 
investing in HPC capability. 

 
Table 4.1 Explain training courses developed 
 
 

Technology theme 

Level  
 

Total  
Introductory 

 
Learner Independent 

user 

 
Practitioner 

HPC & Exascale 3 3 5 0 11 

Data Science 4 4 2 0 10 

Hybrid Computing 4 5 1 0 10 

AI Modelling 7 4 2 0 13 

Software Engineering 2 5 3 0 10 

Total 20 21 13 0 54 

 
 

Having launched the first courses in September 2021, 544 individuals have attended the 
courses as of December 2022. Though this is only 18% of the original mid-term (June 2023) 

 
9 https://www.scientific-computing.com/news/high-demand-supercomputing-skills-ichec  

HNCDI Explain
• Free at the point of access courses in 

HPC, data science, AI, full stack, cloud 
computing.

• Access anytime with scheduled access to 
technical experts.

HNCDI SME Engagement Hubs
• Engaging with local networks to increase 

the adoption of technologies
• Upskills SMEs locally through short 

projects and training.

HNCDI Progress Report June 2021-Dec 2022 



How has Hartree contributed?

Case studies



Collaborative R&D

Valve design for hydrogen transport

For a company with decades of experience 
developing valves, using simulations and virtual 
design enabled refinement and understanding.
  
 “The Hartree Centre has allowed us to use specialist 
techniques to refine our designs to a level that otherwise 
would have been beyond our reach. ” 

− Nick Howards, Oliver Hydcovalves

Case study

Awareness



Case study
Accelerating materials discovery

• Computational materials discovery to make high-
fidelity predictions of suitable properties is 
demanding. 

• Hartree-MaDE (Materials Discovery Engine) is a 
tool that simplifies and automates this process

“Working with The Hartree enabled us to efficiently explore 
an extremely complex area of ceramic material discovery 
for a niche application where currently available options are 
far from ideal.”
- Richard White, Lucideon

Collaborative R&D
Applicability Accessibility



Case study
Virtual Wind Tunnel
Saving time and money for
automotive and aerospace design

Collaborative R&D

• Builds the wind tunnel environment
• Automate the domain decomposition
• Produce an automatic mesh from a 3D 

model file (.obj / .stl)
• Automatically configure the CFD engine
• Submit the job onto Scafell Pike (Hartree 

Centre flagship HPC platform)

Automated mesh generationVisualised output

Accessibility



Case study
Airbus | Deep Learning for Wing 
Tank Inspection

Faster quality control process for wing tank 
inspection (A320 & A321)
• Check correct standard of: sealant, fasteners, 

paint, adhesion, liquids
• Detection of flaws: Missing/damaged sealant, 

excess paint, scratches and foreign objects (nuts, 
bolts, misc tools, swarf, safety glasses, wire, etc.)

Limited Space

Collaborative R&D
Applicability



Case study
Virtual design of fusion reactors

Develop framework for harnessing the power of HPC 
for design of future fusion reactors
• Reduced order modelling
• Identifying libraries and algorithms for multi-

physics coupling and exascale computing
• Dealing with large data and efficient data 

management processes
• New hardware and visualisation capabilities

Collaborative R&D
Applicability Accessibility



Case study
Enabling separation of concerns in next 
generation weather models.
The Hartree Centre created PSyclone, a tool which 
auto-generates the code needed for the Met Office’s 
next-generation weather model to run on different 
HPC architectures.

• Frees scientific developer from worrying about 
parallelism and optimisation

• Allows the HPC expert to optimise an entire 
scientific code for a particular architecture using 
Python scripting

Applicability

Agility



Case study
OCTOPUS – Towards a digital twin of 
an electric vehicle powertrain

Develop an efficient digital solution for virtual design 
of the gearbox.
• Identify what we want the model to be used for
• Identify what physics needs to be captured to get 

the answers we want
• Develop a multi-physics GPU-accelerated 

simulation toolkit based on smoothed particle 
hydrodynamics

Collaborative R&D



Case study
Computer aided formulation

Faster development process for products 
like shampoo, reducing testing
  
 “The Hartree Centre’s high performance 
computing capabilities help us achieve better 
design solutions for our consumers, delivered by 
more efficient, cost-effective and sustainable 
processes.” 

− Paul Howells, Unilever

Collaborative R&D



STFC Hartree Centre@HartreeCentrehartree.stfc.ac.uk

ubaid.qadri@stfc.ac.uk


