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C tateny  Thougnput

“Complex” cores More “simple” cores

Instruction Level Parallelism Very wide SIMD

Deep cache hierarchy Fast context switching

NUMA Programable memory hierarchy
Wide SIMD Latest memory technology

In-core accelerators
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Tension between migrating to next system
(which may be GPUs), and keeping running
on current system



Performance, Portability, and
Productivity



“A code is performance portable if it can
achieve a similar fraction of peak hardware
performance on a range of different target

architectures”.
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Efficiency

More details in doi.org/10.1109/P3HPC51967.2020.00007
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Prompt: A fight between parallel programming languages
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Performance Portability for GPUs
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Develop with P3 in mind with Standard Parallelism

Use open-standards as confluent off-ramp to be productive today
Express all concurrent work asynchronously

Build in tuning parameters

Test all compilers & runtimes, on all systems

Tell your vendor



