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1. Aim 4. Optimisation of Code using OpenMP /. Further Work
« To determine whether the Knights Landing (KNL) processor is fast enough to analyse bone in a ,
clinical setting. MPI Process Parallel MPI Process B e O processor cores
* Reducing the time taken to compute the finite element models will allow more patients to benefit Region
from this capabillity.
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I Aitol® 64 1 AVIS12 | Intel®64 1 AVX-512 | Intel® 64 f AVI.513  OpenMP is a standardised Application Program Interface (API) for shared memory system.
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| | . iracti i i i i * Figure 10 shows the picture of a healthy trabecular bone whereas figure 11 shows the picture of
Resiliency Saseline Sl s rver—clane ol stk clans OpenMP dlre_ctlves are mcluded_ln the source code to advise the compiler that the program Ig o % o y 9 P
Parforrante >3 TE | >3 TF can be run using the hyperthreading feature of the KNL processor. a low density diseased trabecular bone. |
Memory e i Up 10 16GB uDto400GE | upto400GE" + Using both MPI processes and OpenMP threads reduces the analysis time compared to using * The voxels in the bone image are converted to hexahedral elements using the MATLAB script
Ve aTa= e e s .uB >5x STREAM vs. DDR4* >5x STREAM vs. DDR4* >5x STREAM vs. DDR4* MPI processes only as shown in Figure 5. written by the University of Sheffield. |
_ | | . Even though the improvement may not be significant, the benefit is still essential as the * It provides an input deck for ParaFem, run in ARCHER and the KNL processor.
Figure 1: Variants of KNL products (Source: Codreanu, Rodriguez and Saastad, 2017) optimisation using OpenMP can be done in no time. « The output of this project is a fast computer program for analysing bone model for the KNL
Specification . / processor. This will be used by UK researchers, particularly in Manchester, Edinburgh and
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» 64 processor cores, each with the speed of 1.3 GHz. 5 Ben Ch m ark AN aI SiS Shetfield.
» 4 hyperthreads per processor core. . y N /
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> High bandwidth MCDRAM of 16 GB. | 8. Potential Hardware for Further Evaluation
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» 512-bit SIMD instruction with each core operates vector of size 8 per clock cycle. "::ﬁiﬁﬁ%ZW ==\ _ I , SN
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g 100 N SSSESSSES— Case where stiffness matrices of elements are the same Figure 12: Cavium’s ThunderX2 (Source: Kennedy, 2017) Figure 13: NVIDIA Quadro Volta GV100 (Source: Pette, 2018)
Aeon SIGEESEE _ Q g0 Figure 6: Unstructured mesh (Source: TrueGrid, accessed 1 Dec 2018) Figure 7: Comparison of analysis time for different cases
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S 40 « The bar chart shows that the analysis time for the structured mesh is significantly lower than ;geM%aV'ug' ThunderXthrc.)cetﬁsoLr“Ls bi‘setﬂ on g‘RMV8 ar;:‘r:ltectttj)red?nd IS integrated into the
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0 « An example of an unstructured mesh is shown in figure 3 in which the stiffness matrices of all IS COmMPala it e e e B0 1o Known Torits hig
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Figure 2 - Total fion time of X d KNL on ParaFEM : : « The structured mesh can be used in bone analysis as the voxels in the bone image have the _ _ _
O T R et e and KNI on ParaFEM - - ) .+ GPUs may contain hundreds to thousands of processor cores, while KNL processor contains
| same geometry and may be assumed to have the same material properties.
 The performance of the Xeon and the KNL processors are compared using the code from an | | ). only tens of processor cores. | .
open-source finite element software, ParaFEM (Smith, Griffiths and Margetts, 2013). Z : : . < » The existence of latency of data transferring between host processors and GPUs may limit the
« One KNL processor performs better than one Xeon processor, but worse than two Xeon 6 CO nversion ()f CT scan into Fin 1te El ement performance of GPUs.
processors on ParaFEM. gerE ,  However, GPUs are a lot cheaper than the KNL processor and may perform better than the KNL
- The clock speeds of a KNL processor with one hyperthread and a Xeon processor are 83.2 GHz _ Test Component I . processor in embarrassingly parallel software. | | | |
and 32.4 GHz respectively. ot Al b « NVIDIA Quadro Volta GV100 is a GPU, which is specially designed to give superior performance
* Theoretically, one KNL processor should perform better than one and two Xeon processors. & @@ \ In deep learning and is used in the fastest supercomputer in the world, ‘Summit’ (Top500, 2018). /
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may include the parallel overhead and the parallelism of the code. ni
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